Controlling B-Spline Snake Behavior using Particle Swarm Optimization
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Abstract: Traditional active contour models are hardly convergence to object boundaries where subjective contour and complex background appear. One of the main reasons is because the weighted combination of image energy functions can produce totally different B-Spline snake behaviors. Some efforts have been focused to improve the external energy forces but also lead to higher computational cost. In this research, an approach based on the particle swarm optimization is utilized to control the snake behavior without the necessity of computing the additional information. In the proposed approach, the weighted parameters are optimized using particle swarm optimization by evaluating control points of B-Spline snake in the image energy terms. This method enables the snake to initialize the image energy coefficient automatically and in more convenient way. Experimental results demonstrate that the proposed method can improve the snake behavior.
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Introduction

Contour estimation problems in image segmentation are very crucial in biomedical applications such as pathological diagnosis, computer-aided surgery and anatomical structure studies. In contrast to industrial applications, the estimation procedures require lots of assumptions due to poor quality of images. Particularly, active contour models or snakes, originally introduced by Kass et al. [1], have been growing over the last two decades and extensively used in medical image segmentations. The basic concept is to propagate a predetermined control points toward edge, line and subjective contour by means of energy minimization. Snakes model have been proven to be powerful for medical practitioners and experts when a priori knowledge of object’s shape is known [2].

One of the main disadvantages of traditional snake models is poorly convergence to object boundaries where subjective contour and complex background appear. The main reason is because the weighted combination of image energy functions can produce totally different B-Spline snake behaviors. Some efforts have been focused on improving the internal and external energy forces [3–8] that can produce better results in comparison to Kass model [1]. Unfortunately, these models do not solve the automatic segmentation problems because many parameters have to be determined manually. Consequently, this problem limits the applications of active contour models in biomedical research areas. Moreover, the manual segmentation processes are time consuming for real medical routines [9]. In fact, fully automatic segmentation algorithm in medical imaging is remain unsolved. Therefore, semi automatic algorithm offers
more convenient way than manual procedure and widely accepted for current trend.

Recently, bio-inspired optimization algorithms have started to receive considerable attention in active contour models. Tseng et al. utilize particles swarm optimization (PSO) to search the optimal snake energy parameters [10]. A new local energy function which corresponds to each control point is defined as an objective function to be minimized. On the other hand, honey bee mating optimization is proposed for total energy minimization for active contour models [11]. The results of these optimization approaches are more precise and computationally cheaper than traditional methods. However, the model parameters still require manual determination from users.

In contrast to Tseng model, this research proposed different scheme for snake algorithms. Instead of utilizing PSO algorithm to search the optimal spline control points, the proposed method used PSO to search optimal value of energy coefficients automatically. The PSO is used to control the snake behavior without the necessity of computing the additional information. In the proposed approach, the weighted parameters are optimized using PSO by evaluating control points of B-Spline snake in the image energy terms. This method enables the snake to initialize the image energy coefficient automatically and in more convenient way. Experimental results demonstrate that the proposed method can improve the snake behavior.

Snakes Algorithm

In parametric models, snake is defined using a curve \( p(s) = [x(s), y(s)], s \in [0, 1] \). Deformation is performed by minimizing energy function \( E_{\text{snake}} \).

\[
E_{\text{snake}} = \int_0^1 E_{\text{snake}}(p(s)) \, ds = \int_0^1 \left( E_{\text{internal}}(p(s)) + E_{\text{external}}(p(s)) \right) \, ds
\]  
(1)

The first energy component is purely based on the shape of the contour while the second energy component depends on intensity level of image.

\[
E_{\text{internal}} = \frac{1}{2} \left( \alpha(s) \left| \frac{\partial p(s)}{\partial s} \right|^2 + \beta(s) \left| \frac{\partial^2 p(s)}{\partial s^2} \right|^2 \right)
\]  
(2)

The internal energy term contains first-order and second-order derivatives of \( p(s) \). Coefficients \( \alpha(s) \) and \( \beta(s) \) play the role of snake’s tension and rigidity properties.

\[
E_{\text{external}} = w_{\text{line}}E_{\text{line}} + w_{\text{edge}}E_{\text{edge}} + w_{\text{term}}E_{\text{term}}
\]  
(3)

The external energy term is linear combination of three components which are derived from the image properties:

\[
E_{\text{line}} = I(x, y)
\]  
(4)

\[
E_{\text{edge}} = -(G_\sigma * \nabla^2 I)^2
\]  
(5)

\[
E_{\text{term}} = \frac{C_{yy}C_x^2 - C_{xy}C_xC_y + C_{xx}C_y^2}{(C_x^2 + C_y^2)^2}
\]  
(6)

The line energy is image intensity \( I(x, y) \). The edge energy is computed using the Gaussian with standard deviation \( \sigma \) and gradient operator \( \nabla \). The termination energy is obtained from
curvature of contour’s level $C(x, y)$. Each control point can be updated using gradient-descent method iteratively:

$$\begin{align*}
\vec{x}_t &= (A - \gamma I)^{-1}(\gamma \vec{x}_{t-1} - \vec{h}_x(\vec{x}_{t-1}, \vec{y}_{t-1})) \\
\vec{y}_t &= (A - \gamma I)^{-1}(\gamma \vec{y}_{t-1} - \vec{h}_y(\vec{x}_{t-1}, \vec{y}_{t-1}))
\end{align*}$$

(7a)  

(7b)

$A$ is pentadiagonal matrix which contains the numerical coefficients to descent internal energy gradient [12]. In fact, this model is problematic because the snake behavior depends heavily on the energy weights [1].

The performance of this active contour model can be improved by metaheuristic optimization framework such as particle swarm optimization which is described in the next section.

**Particle Swarm Optimization**

Metaheuristic approaches are often useful for complex problems by producing nearly optimum results where exact solution is not achievable. Particle Swarm Optimization as one member in this family has proven to be effective and efficient. Since PSO was introduced by Kennedy and Eberhart in 1995 [13], it has been received a lot of attentions from researchers [14].

The social behavior of animals that is moving together toward foods inspires researchers to the idea of PSO algorithms. It is interesting to simulate the dynamics of swarm’s movement based on their momentum, cognitive and social interactions. In $D$-dimensional search-space, the actual positions can be denoted as $X_t = (x_{i1}, x_{i2}, ..., x_{id})$. Any particle that achieves better position, which noticed as $p_{bi}$, influences the neighbors to attract them together to the optimal solution. In addition, each particle is also directed by its best previous positions $p_{bi}$. The particles update their positions based on mechanics formula.

$$\begin{align*}
v_{id}(t + 1) &= w v_{id}(t) + c_1 r_1 (p_{id}(t) - x_{id}(t)) + c_2 r_2 (p_{bi}(t) - x_{id}(t)) \\
x_{id}(t + 1) &= x_{id}(t) + v_{id}(t + 1)
\end{align*}$$

(8a)  

(8b)

where

- $d$ is $d$-th dimension in the parameter space;
- $x_{id}$ is position of $i$-th particle;
- $v_{id}$ is velocity of $i$-th particle;
- $c_1$ and $c_2$ are cognitive and social acceleration learning rate;
- $r_1$ and $r_2$ are random numbers between 0 and 1 with uniform distribution;
- $w$ is inertia weight to balance the local and global searches [15].

In this research, the objective function is defined from the external energy (Eq. (3)). The best weights are obtained by:

$$\begin{align*}
\min_w w &= \arg \min_w F(w), \quad w_i \in [0, 1], \quad i \in \{1, 2, ..., n\} \\
F(w) &= \sum_{i=1}^{n} w_i E_i, \quad w \in [0, 1]
\end{align*}$$

(9)  

(10)
where \( n \) is set as 3 according to line, edge and terminate energy functions in Eq. (3). Typically, the iteration is terminated when external energy becomes stable. The pseudocode of the energy minimization is given as follows:

1. Set initial population \( w \) of weight parameters \( w_i \) which is assigned with random position and velocity.
2. Evaluate objective function \( F(w) \) for each weight candidate and find the best \( w_i \), \( i = 1, \ldots, n \).
3. Update the velocity for each candidate solution and swarm.
4. Update the position for each candidate solution and swarm.
5. Repeat step 2 to 4 until stopping condition is achieved.

Note that most of images are corrupted of noises. It is necessary to filter the original image before the above algorithm is performed. As it is seen in the pseudocode, the weight parameters for external energy can be determined automatically using PSO algorithm.

**Results and discussions**

The proposed algorithm was implemented on Core 2 Duo 2.33 GHz, 3GB RAM. The basic code of snake’s algorithm can be found on Ritwik Kumar homepage [16]. The experiments was performed on four standard images. The first two images are biomedical image i.e. heart and chest. The other test images are vase and U64. For each test image, the active contour model parameters have the same values (\( \alpha = 0.4, \beta = 0.2, \gamma = 1 \)). At first, each image is filtered using Gaussian function with standard deviation \( \sigma = 3 \). The particle swarm parameters are set as follows:

- population = 20; maximum velocity = 1; minimum velocity = 0;
- cognitive rate = social rate = 1.4; maximum generation = 50.

The results of estimated weights parameter are given in Table 1.

<table>
<thead>
<tr>
<th>Image</th>
<th>Traditional</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( w_{line} )</td>
<td>( w_{edge} )</td>
</tr>
<tr>
<td>Heart</td>
<td>0.10</td>
<td>0.70</td>
</tr>
<tr>
<td>Chest</td>
<td>-0.20</td>
<td>0.70</td>
</tr>
<tr>
<td>Vase</td>
<td>0.30</td>
<td>0.40</td>
</tr>
<tr>
<td>U64</td>
<td>0.10</td>
<td>0.70</td>
</tr>
</tbody>
</table>

The results showed that the PSO algorithm produced different values of weights combination. Heart image has largest value at \( w_{line} \). The Chest and U64 images have the largest value at
The Vase image has largest value at $w_{edge}$. In contrast to traditional method, most images have largest values at $w_{edge}$. In fact, the determination of the traditional methods require lots of experiences from the users which are impractical and troublesome. The accuracy evaluation is shown in Fig. 1 and Fig. 2.

The initial control points for both traditional and proposed method is shown in Fig. 1(a). The Heart image was tested using 200 iterations and 11 control points. As it is shown in Fig. 1(b), the traditional method failed to fit the object boundaries. On the other hand, the proposed method showed more accurate result. The Chest image was tested using 300 iterations and 18 control points. The traditional method also failed to detect the object boundaries at the lower part. A better accuracy was achieved by the proposed method with small error.

The results for non biomedical images are shown in Fig. 2. This experiment was aimed to show the generalization property of the proposed method. The initial control points for both traditional and proposed method are shown in Fig. 2(a). The Vase image was tested using 300 iterations and 19 control points. As shown in Fig. 1(b), the traditional method failed to fit the vase boundaries at the left side. On the other hand, the proposed method showed more accurate result. Notice that more iteration on traditional method can produce better accuracy. However, more iterations consumes higher computational time which is not desirable. This means the use of PSO did not only improve the accuracy but also the effectiveness of traditional.
snake algorithm. The U64 image was tested using 400 iterations and 21 control points. The traditional method also failed to detect the object boundaries at lower part. This means more iteration and time are required to achieve more accurate result. On the other hand, the proposed method achieved accurate result with same iteration.

![snake algorithm images](image)

**Fig. 2** Vase (top) and U64 (bottom):
(a) Initial control points  (b) Traditional method  (c) Proposed method

**Conclusion**
This research proposed a hybrid active contour model and PSO algorithm. It has been validated that different weighted combination of image energy functions can produce totally different B-Spline snake behaviors. In contrast to traditional method which requires the user to find the optimum combination manually, the proposed algorithm offers semi automatic method for medical image segmentation. This method enables the snake to initialize the image energy coefficient automatically and in more convenient way. The experimental results on biomedical images demonstrated that the proposed method can improve the snake behavior and superior to manual weights parameter determination. The experiments on non biomedical images were also performed. The results also demonstrate that the proposed method was able to fit the object boundaries more accurately and faster. However, this method requires the users to select proper initial control points and the other active contour model parameters such as tension and rigidity coefficients. In future, automatic control points initialization has to be included into snake models. Other studies are also suggested to explore the capabilities of metaheuristic methods to estimate the other active contour model parameters.
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